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Abstract. We study the existence and uniqueness of solutions for a class of integer order differential
equations with non-instantaneous. Firstly, the differential boundary value problem is transformed
into an equivalent integral equation problem, and then the existence results of the solution and the
sufficient conditions for the existence of the solutions are obtained by using Schauder fixed point
theory. The uniqueness theorem of the solution is established by using contraction mapping principle.
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1 Introduction

Impulsive differential equations are a generalization of differential equations. With the development of
differential equations, differential equations have been widely used in the modeling of different physical
and natural science fields such as fluid mechanics, chemistry, control systems, and heat conduction.
Many practical problems are under development. There are rapid changes in certain stages of the
process, which are called impulses. There are two main types of pulses, one is instantaneous impulses,
and the other is non- instantaneous impulses.

In instantaneous impulses, the duration of change is negligible compared to the duration of the entire
evolution (such as shocks and natural disasters). Professor Mil’'man and Professor Myshkis first proposed
the transient pulse differential equation in the 1960s. Since then, many mathematicians have devoted
themselves to the research of instantaneous differential equations, and have obtained the profound
conclusions about the existence, uniqueness and stability of the solutions of instantaneous impulsive
differential equations, branch theory, and dynamic systems with impulses. There are many literatures
and works on the study of the boundary value problem of instantaneous impulsive differential equations,
see literature [1]-[3], and the theoretical results are also increasingly perfect.

In non-instantaneous impulses, the duration of change stays within a limited time interval. This
phenomenon is common in all fields of modern science and technology. For example, in clinical
treatment, the process of injecting a drug into the body can be regarded as a non-instantaneous pulse
therapy behavior. Drug absorption and action in the human body is a continuous and gradual process,
which can be expressed by a differential equation. After the drug is absorbed and metabolized in the
human body, the body's own metabolic changes can be determined by another function. Control,
because this phenomenon can more deeply and accurately reflect the changing rules of things, it has
attracted extensive attention from a large number of scholars, which has led mathematicians to study
non-instantaneous impulsive differential equations, see references [4]-[9].Non-transient impulsive
differential equation is a very good mathematical model that comes from both practice and practice, so
it has very important theoretical basis and practical value. This paper studies a class of integer order
differential equations with non-instantaneous impulses boundary value problems:

u'(t) = f(tu(t), te(s,t, ], k=012 m,
u'(t) = g(tu(t), telt,s], k=12 m,
Au |f:tg - Ml"' (tl‘77u(t/< ))’ Au |f:5l~ = Ql.; (Sk-7u(5k;))7

au(0) + bu(l) = 0,
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where 0 =5 <t <s <t, <--<s <t =1, J=[0]1], abeR, u(t)), u(t), u(s’), u(s ) exist
[0 M,,Q, : JxR —> R are continuous, u(t,)=u(t,) , u(s,)=uls,) . Aul_ =Au(t)=ult])-u) ,
Aul_ = Au(s,)=u(s)—u(s, ), k=12,--,m

t=s,

2 Paper Preparation

Define space PC(J,R):={u:J > R|u e C(J",R),u(t,),u(t)) exist, u(t,) = u(t,), k =1,2,---,m} , let
"u” = sup |u(t)| and PC(J,R) is a Banach Space.
PO o0

Definition 2.1 Let u € PC(J,R), if u meet various conditions in (1), then we call it a solution to the

boundary value problem (1).
Lemma 2.1 For any given y(t) € C[0,1], h(t) € C[0,1], the following boundary value problem

u'(t) =y(t), te(s,t,,], k=012
w'(t)=nt), te(t,s], k= 1,2--~,m @
Au \t:tk =m,(t ,ult,)), Au |t:Sl =q,(s,,u(s,)),

au(0) + bu(l) = 0,

has the following form solution

jh ds+j s)ds+m +q)— jf s)ds te[0,],

a+b

I h(s ds—i—J. s)ds+m. +q,)

u(t) = S If(s)dste[o,t1]7t (5.t k=12--m

) k+1
a+bvm *

Jjg(s)ds+ g ki:(Lh d3+I s)ds+m, +q,)
i=1 !

k a+b“
a
a+b

Proof. When ¢ € [0,¢ ], from «'(t) = y(t) we have

(I h(s ds+_[ s)ds+m, +q,)+m, +I f ds, te(t,sl.k=12--m

k7 k

t B 4
u(t) = L y(s)ds+c,, ult)= L y(s)ds+c,.
When ¢t € (t,s ], consider Cauchy problem

1071
u'(t) = h(t), te(t,s]
Au |z:t1 =my, Au |t:s, =4

from
w'(t) = h(t), jh Yds+d,, j h(s)d s +d,
we have d, = J.(]ll y(s)ds+m, +c,, and
j h(s d5+j s)ds+m, +c,
thus u(s,) :J.: h(s)ds+_.‘:1 y(s)ds+m, +c,.

When t € (s,t,], consider Cauchy problem

{u'(t) =y(t),

Au |t:t3 =m, Au |t:s, =4

from w'(t) = y(t) we have
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ut) = [

y(s)ds+c, u(s)=c = J.O/1 y(s)

Now consider the general situation of the time when £ =1,2,3,---m

When t € (s

When ¢t € (

We have

from Au |,

we have

SO

Above all, when t € (s, ¢

k+1]’

when ¢ € (¢,

thus

(=20

i=

1

kl’k]

t,s

k7 7k

u(t) = j h(s)
from au(0) + bu(l) =

Si-1

from u'(t) =

_, =m, we have
%k

d. =c, +I

y(t) we have

ult)= [ y)ds+e.,, u

k-1

_[y Jds+c, —I

u(0)

ds+j

ds+dk_:jth d5+j

0, we have

ds—i—m +Z J.

I y(s ds+z I

au(0) + bu(l) = ac, +bj

m+1

s)ds+m, +q,)—
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(a

ds+z I

ds—i-z I

m

ds+Z(I

b

ds+m +ZI

ds+j

J‘t‘ y(s)ds+c

-1

ds+J.:1 h(s)ds+m, +q +c,,

k-1

k-1

d3+j h(s)ds+m, +q,).

d3+_[ hs)ds+m, +q) +c,.

ds—i—j h(s)ds+m, +q,)+

d5+I h(s)ds+m, +q,)+c

s)ds+m +q,)+c,) =0,

d9+I h(s)ds+m, +q,))

s)ds +Z(f h(s)ds+m, +q.)),

+b)

m+1

[, uts

%i-1

i=1

t
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d =c +J. s)ds+m, +ZJ. ds+J‘ h(s)ds+m, +q,)

t
J'A
S,

k-1

y(s)ds+m, +ZI ds—i—J‘ h(s)ds+m, +q,)

m+1

d3+ZJ. s)ds+m. +q,)).
Above all, when ¢ € (s ,t

X k+1]’
u@:f y(s)ds +c,

m+1 4 m

j ds+z j ds+.|.:'h(s)ds+mi +q,) —L(ZJ‘ ds+z I s)ds+m. +q,))

(a+b) =
fJ‘ y(s d5+ZJ- —%b)riﬁly(s)ds
+ZJ.; h(s)d ——ZJ. s)ds +Z m. +q,) b i(my_ +q.),

when t e (t,s,],

Kk

jh )ds+d, —J‘ h(s ds—i—j s)ds+m, +ZJ‘ ds+J. s)ds+m, +q,)+

I ds+J‘ s)ds+m, +ZI ds—i—j h(s)ds+m, +q,)
m+l m

ds+ZI h(s)ds+m, +q.))

m+1

[L b m .
:j ds+ZI s( "y ds+j ds+2jh +b);Lh(s)ds

+mk_+Z(m
i=1 7:1
Let
( ) 1, z<z<Zy
I?
Ay 0, other
m+1
0,t,s s ,t.,8),0<t<t,0<s<],
2(0,t,5) (a+b),_1Z(H ) )

k
W (t,s)= )((sk,t,s)+Z;((sH,ti,s)— v h) Zz(s{.’fl,t{,s), s, <t<t ,0<s<1Lk=12--m, (3
i=1 i=1

i=1 (a+b) i=1
__0 i;{(t7s.,s),OStSt,OSs<1,
(a+b) P i’ 1
k m
W, (t,s) = z;((t,s,s) Z;{(t‘,s,,s), s, <t<t ,0<s<1k=12-m, (4)
Z = [ 1 (a/+b>7:1 1 1 v v
2t ts)+ Z;{ 5,8 ——Z;{tss t,<t<s, 0<s<l k=123 m

Definition 2.2 Let operator T,A,B,G : PC(], R) — PC(J,R),
1
ult) = [ W, (t,)f(s,uls))ds , Bu(t) = [ W,(t,)g(s,u(s))ds ,
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b m
e S 4,0+ Q1) <0
(04, 1(0)) + Q.0 1(t)) - 5O (4, 0(0)) + Q.4 ),
Gu(t) = te(s,t. |, k=12--m,
M, 60(6) + 3O, 06)) + @.0,0(4)
) e
_(a+b) 2 (M (t,u(t))+Q.(t, ut)) t e(t,s]k=12--m,

Tu(t) = Au(t) + Bu(t) + Gu(t)
thus T': PC(J,R) > PC(J,R).
Lemma 2.1 Since W,(t,s), W,(t,s) in (3) and (4), when t,s €[0,1],
W,(t,5) < 2m+1), |[W,(t,5) <2m.
Proof. When 0<t<t, 0<s<1,

m+1
W, (t,9) < | (0,1, 5) + a2 K(s.,5t,9) < 2m+ 1),
b m
|W2(t,s)| < ) ;|;((ti,sz.,s)| <m < 2m.

When s, <t <t

k+17

0<s<1, k=12,....m,

W, (t,5)| < i|}((tmsi,s)| +
i=1

m

2

(a +0)[5

m

(t5,,5)| < 2m + 1)

Immﬂsin%l
i=1
When ¢ <t<s, 0<s<1, k=12..,m
|Wl(t7 5)| < i|){(si71,ti,s)| +
i=1
k-1

W, (ts)| < |2t 18| + 2| 2t5,09)] + ‘—

i=1

|<k+m<2m

m+1

b
(a+b),z:1:

x(s s)| <2(m+1),

=177

m

Z|;(t 5¢,3)|§1+k—1+m<2m.

Above all, when ¢,s €10,1], |Wl(t,5)| <2(m+1), |W2 t,s | <2m.

Lemma 2.2 The operator T : PC(J,R) — PC(J,R) is completely continuous.
Proof. Firstly, we proof that T is an continuous operator.

Let w ,uePC(J,R),n=12.. , and "un—u”Po—>0(n—>00) , For any telJ

we

75

have

u, (t) = u(t)(n — ), Since f,g,M,,@Q, are continuous, from Lebesgue control convergence theorem we

have
1 1
[ |fsu, () = fls,u(s)|ds >0, | [asu, ()= g(s,u(s)] ds >0, (n > e0).
M, (s,u,(5)) = M, (s,u(s))| > 0, k=1,2,..,m, n—>o0.
|Q,(5,u,(5)) = Q,(s,u(s))| > 0, k=1,2,...,m, n— 0.
we have ”Tu" - Tu"PU — 0, (n > o), thus T is continuous.

Secondly, we proof that T is a compact operator.
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= N < N = =
Let B,. {u € PC(J7 R) ’ ”u" h 7} ’ Mf (t.zb)g&%i[(ﬂ',r’]|f(t7 U)| ’ M'q (t,u)i[nll%i[(*r.r] g<t,u>| ’
= Kkgrﬁ%é)[g_wJMk (tk,u)|, MQ = lgkg}??g[g_”JQk (tk,u)|. For any u € B, since Lemma 2.1 we have

|Tu(t)| = [Au(t) + Bu(t) + Gu(t)

1 1
< [ Wit 9)f(s,u(s))|ds + [ [W, (¢ )g(s,u(s)) d s +|Gu(t)
<2(m+1M, +2mM +2m(M,+ M, ).
Thus T(B.) is uniformly bounded. It’s obvious that when ¢el0,4], (st

k+1

Lk=12,...m-1,
(t.,s, ],k =12,...,m, (s ,1], T(B)) is isocratic, From Arzela-Ascoli theorem we have T is a compact
operator.

Above all, we have T is a completely operator.

3 Existence and Uniqueness of Solutions to Boundary Value Problems

Let
(H1) There are non-negative real numbers a,a,,b,b,p,, 0,0, , constants o,8,y,7 >0, for t € J and
any v € R,

. 9
| fto) i a,+a [ul”, g < b, +8 | 1M () i< p, +p,

o 1Qu) i<l +1 [
(H2)There are constants L,,L, >0, for any ¢t € J and u,u, € R we have
|Ftw) = )| < L fu, —w s [gltw) = gtw)| < L[u, —u,|,
|Mk(t,u1) - Mk(t,u2)| <L, |u1 —u2| ; |Qk(t,u1) - Qk(t,u2)| <L, |u1 —u2| .

Lemma 3.1 If (H1) and 0 < 0,6,y <1, we have at least one solution in problem (1).
Proof. Let

1 1 L L
= maX{LlOm(aO +0,+p, + l0)7(10(m + l)al)l"’,(lOmbl)l’g,(10771;01)"}',(lOmpl)H’}7
D ={ue PC(J,R): ”u"PC <n},

thus we have D as a non-empty bounded closed convex set in PC(J,R).
For any u € D we have

|Tu(t)] = [Au(t) + Bu(t) + Gu(®)|

< j:|m(t, $)f(s,u(s))| ds + j0|w (t, 8)g(s, u(s))| ds + |[Gu(t)
<2m+1)(a, +ar”)+2m(b, +br’)+2m(p, + pr/ )+ 2m(l, +171")
< 2(m + L)a, + 2mb,+2mp, + 2ml +2(m + V)a,r,” +2mb,r.” + 2mp 1/ +2mlr"
<7, k=0,1-m.
Thus ”T u"m <r and T(D)c D. Since Lemma 2.4 we have T is completely continious, since Schauder

fixed point theorem we have at least one solution in problem (1).

Lemma 3.2 If (H1) and o =60 =y =1 if 0 <2(m+1)a, +2mb, +2mp, +2mi <1, we have at least one
solution in problem (1).

2(m +1)a, + 2mb, + 2mp, + 2ml,

Proof. Let r, > , E={uePC(,R): ”u"PC <7}, thus F is a non-

1—(2(m +1)a, +2mb, +2mp, +2ml,)
empty bounded closed convex set in PC(J,R).
For any u € F ,we have
[Tu(t) = |Au(t) + Bu(t) + Gu(t)

JAAM Copyright © 2020 Isaac Scientific Publishing
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1 1
< [\ W) Gouts))] ds + [ W, (1 9)g(s,us) )] ds + |Gutt)
(m +2)a, . 2(m +1)b, (m +2)a, . 2(m +1)b,
(@) I(p) (@) I(p)
< 2(m +1)a, + 2mb +2mp, + 2mi 4-2(m + 1)a,r,+-2mb r, + 2mp,r,4+-2mlr,

+(m+ 1)l + (

+(m+1)l)r,

<r, k=01 m.

thus "Tu"PC <r,, T(D)c D. Since Lemma 2.4 we have T'is completely continious, since Schauder fixed

point theorem we have at least one solution in problem (1).
Lemma 3.3 If (H2), and 0 < 2(m +1)L, +2mL, +2mL, +2mL, <1, Then the boundary value problem

(1) has a unique solution on PC(J,R).
Proof. For any u,, u, € PC(J,R) we have

)
|7, (8) = Tu, (8)] = [Aw, (6) = Aw, () + Bu, (1) = Bu, (t) + Gu, (1) - Gu, (1)

1 1
< [ Wit )||F s, (9) = flsuy )| ds+ [ 1, (5o (5,1, (5)) = (s, (s)| ds - +[Gru, (8) = G, ()
<(2(m+1)L, +2mL, +2mL, + 2mL4)||ul - u2||PC
= (N[)Ll + N, L, + N2L3)||u1 h u2||PC ’
Since 0 < 2(m +1)L, +2mL, +2mL, +2mL, <1, we have T is the compression map and the boundary
value problem (1) has a unique solution on PC(J,R).
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